This article discusses how a factor model with continuous latent variables can be used
to analyze a set of strongly skewed dichotomous items and how such a model can be used
for classification of subjects. The suitability of the specification of normally distributed
latent variables, as is assumed with the use of tetrachoric correlations, is investigated.
Both exploratory and confirmatory analyses, including multiple groups with mean
structures, are illustrated. Substantive findings include support for unidimensionality of
the items used in the DSM-111 diagnosis of depression and a large degree of invariance
in factor structure for the Baltimore and Durham sites.
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his article considers applications of psychometric mod-

els for factor analysis of dichotomously scored symp-
tom data. The models to be used are extensions of the standard
factor analysis model for continuous, interval-scaled variables,
sharing the standard specification of continuous, interval-scaled
factor variables. The main aim of the article is to use such
modeling to address specific research questions for the ECA data
from the Baltimore and Durham sites, data that have been de-
Scribed by Eaton and Bohrnstedt in the introductory chapter.
Specifically, the factor structure of a set of 41 symptom items for
approximately 7,000 individuals will be investigated with a view
toward a classification of these individuals. A major research
Question is how much overlap there is of symptoms of anxiety and
depression. Another question concerns the appropriateness of the
Classificatory structure of the Major Depressive Disorder as laid
OUtin the current DSM-III diagnostic manual. Also, the similarity
Of the factor structure across the two sites is of interest.
\
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Although these analyses will be carried out on the ECA data.
it should be recognized that they contain several methodological
features that are of a more general psychometric nature. A major
feature is how to best factor analyze dichotomous variables cor-
responding to very rare events. This calls into question the appro-
priateness of the standard model specification of symmetric,
normal distributions for the underlying latent variables.

In the next section, general issues in the factor analysis of
dichotomous variables will be reviewed briefly with a view to-
ward the specific problem of the analysis of very rare events. In
the third section, the factor analysis will be carried out for the
Baltimore site, while the fourth section considers the Durham site.
The final section summarizes.

METHODS

MOTIVATING THE BASIC MODEL

The factor analysis model may be described as follows: For a
set of p response variables y’, consider a linear model with m
factors n

y=An+e¢ [1]

where A is a p x m matrix of factor loadings and € contains p residuals.
With usual assumptions, the covariance structure for the y™’s is

V(y") = AWA' + © [2]

where W is the factor covariance matrix and © is the residual covari-
ance matrix.

Because the factors of 1) and the residuals of € are specified to
be continuous, interval-scaled random variables, the y”'s will be
of the same scale. Consider now p measured symptom variables
y, one y variable for each y variable. Assume that the y’s are
scored 0/1. A standard factor analysis would take y = y~ for each
of the p variables. This naturally presents an illogical model in
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which the right-hand side of (1) is a continuous, interval-scaled
quantity while the left-hand side is a discrete dichotomous vari-
able. Each of the p equations in (1) represents a linear regression
of a y* on a set of explanatory variables n. The problem of
assuming y =y~ is well known in the regression context and has
been thoroughly discussed in terms of OLS regression versus
logistic regression; for example, Aldrich and Nelson (1984). In
this case, the error term cannot meet standard model assumptions,
causing incorrect standard errors of parameter estimates.

The underlying problem is that a linear model is assumed for
the relationship between each y and the ’s. It is more appropriate
to specify a linear model for the relationship between each y” and
the n’s, with a nonlinear relationship between each y and the n’s.
The y” variable for each observed symptom variable y is a latent
response variable that may be thought of as follows. Assume for
simplicity that the set of symptoms measures a single factor,
depression. Assume that for a certain y~ the loading on this factor
is positive. The y~ variable may then be thought of as the specific
tendency to report a certain symptom. When the tendency exceeds
a4 variable-specific threshold, the respondent reports the symp-
tom, otherwise not. Using the parameter t for this y~, we write

_J0, ify'<rt
y {1, otherwise 3]

This recognizes that not all respondents who report the existence of
the symptom, with the observation y = 1, have experienced the same
degree of severity of this symptom. Similarly, some of the respon-
dents who answer y = 0 may in fact have a y” value closely below
the threshold while others are far below it. In this way, it is plausible
that the y* variables have a linear regression on 1, fulfilling standard
aSumptions for the residual.

The relationship between y and y~ in (3) leads to a nonlinear
relationship between y and n, expressing not the value of y but
the Probability of y as a function of . This is appropriate because
“{hat is needed is a response model for a discrete y, the binomial
distribution of which is described by probabilities. Assuming that
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the residual ¢ is independent of n) and that it has a normal or iogistic
density result in t.he nonlinear relationship between y and 7,

P(y=0Tm)= P(Y* < 1) = F(x - An) [4]

where F is the standard normal or logistic distribution function and it
is assumed that the residual variance is standardized to 1. The rela-
tionship in (4) is that of probit or logit regression and is the appropriate
way to relate the symptoms to the factors. This is also the model used
in Item Response Theory (IRT), also called latent trait theory (Lord
and Novick, 1968; see Reiser, this issue as well), in which the
influence of a single latent ability trait on a dichotomously scored
multiple-choice test item is described by an item characteristic curve,
sometimes with a third parameter added to the two parameters used in :
(4). IRT assumes conditional independence of the y’s given the 1, ;
which in the y* formulation corresponds to the regular factor analysis
assumption of uncorrelated residuals €. 7
Taking y = y~ and using a standard (factor or regression) |
~analysis leads to a linear model with estimates that are in fact
biased and inconsistent estimates for the nonlinear model. In
factor analysis this is often described in terms of which correla-
tion coefficients should be analyzed for dichotomous variables.
Choosing the linear model of y = y~ implies the use of regular
Pearson product-moment coefficients (phi coefficients), while
specifying the nonlinear relationship of (3) and (4) leads to the |
use of tetrachoric correlations. It is well known in the psychomet- |
ric literature (for examples, see Lord and Novick, 1968) that phi |
coefficients are not appropriate measures of association because
their maxima are restricted by the two univariate distributions and
therefore they are not free to vary between -1 and +1. The phi
~coefficients refer to the correlations between y variables and the |
tetrachoric coefficients refer to the correlations between y” vari-
ables. Because the y~ variables are continuous and unlimited, -
these are the proper correlations to analyze. It is also well known f
that the phi coefficients are attenuated relative to the tetrachoric
correlations and that the attenuation is a function of the univariate
distributions. This fact has led to the classic factor analysis
problem of “difficulty factors,” in which it has been observed for
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test items that some resulting factors may be artifactual and
merely correspond to items with similar distributions (for exam-
ple, Carroll, 1961; Ferguson, 1941; Olsson, 1979). When, as in
the present case, the items are all positively correlated and are all
skewed in the same direction with a similar degree of skewness,
the factor analysis of phi coefficients may not lead to much
distortion in terms of the pattern of factor loadings. The loadings
are, however, strongly attenuated and give a false impression of
low variable reliability.

ESTIMATING THE MODEL

The factor analysis model for dichotomous variables may be
¢stimated as follows. Arranging the sample correlations in one

vector s, the limited-information generalized least squares (GLS)
tstimator may be written as

F=(s-0) Wl(s- o) [5]

Where o is the population counterpart of s, W is an estimate of the
large-sample covariance matrix of s, and F is to be minimized with
fespect to the factor model parameters. The parameters enter into the
elements of o as shown in (2), where V(y’) contains the o elements.
When W = I (the identity matrix), the unweighted least-squares
(QLS) estimator that minimizes residual sums of squares is ob-
fained. Using the GLS weight matrix, these residuals are weighted
by their sampling variability, providing less variable estimates.
GLS gives a direct way of testing model fit because with large
Sa"?Ples a function of the minimum value of F is a chi-square
Variate with degrees of freedom equal to the number of model
Testrictions. The theory for this was provided in Muthén (1978),
Considering both exploratory and confirmatory (correlation struc-
t“fe) analyses. Muthén and Christoffersson (1981) generalized
this to the simultaneous analysis of multiple groups with tests of
acrOSS-group invariance hypotheses; for an application, see Muthén
(1981). Muthén (1984) further extended this methodology to
ord.efed polytomous variables and mixtures of categorical and
Continuous variables in general structural equation modeling set-
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tings. These methods and extensions thereof for censored vari-
ables are available in the software package LISCOMP (Muthen
1987). :
Mislevy (1986) gives an overview of various techniques for
carrying out dichotomous factor analysis and also discusses max-
imum likelihood estimation, which uses full information instead
of the limited information from lower-order marginal tables used
by GLS. Experience has shown that the limited information ap-
proach gives results that are very similar to those of the optimal,
full-information approach. Currently, the full-information ap-
proach is available only for exploratory factor analysis. :

In the minimization of (5) it causes no problem if the sample
tetrachoric correlation matrix is not positive definite (positive
definiteness may here be loosely viewed as the multivariate coun-
terpart of a positive variance estimate; regular Pearson product-
moment correlation matrices are ensured positive definiteness as
usually calculated, but tetrachorics are not because they are com-
puted in a pairwise fashion). Although this has been advanced as
a veason for not using tetrachorics, it would only be a problem
when using such correlations in an analysis under the assumption
of normally distributed observed variables requiring matrix inver-
sion. A nonpositive definite tetrachoric correlation matrix may be
an indication of violation of the assumption of underlying normal-;
ity, but this is not necessarily so, because the nonpositive defl-g-
niteness may also be from sampling variability. 3

It should be noted that the use of the tetrachoric correlations
matrix for analysis based on the assumption of normal vanablesg
will usually provide vastly inflated chi-square values of fit an _}
underestimated standard errors of estimates. This is because th
tetrachoric correlations are considerably more variable than thej
regular Pearson product-moment correlations (also see the next:
section). '

When feasible, the GLS estimator is to be preferred over th _
ULS estimator because of smaller sampling variation in the esti
mates and because it provides d chi-square test of model fit and{
standard errors of estimates. In actual practice, the use of the GLS.
estimator for dichotomous variables may present certain prob-:

T
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lems. Unlike the ULS estimator, it is a computationally very
demanding estimator. It should probably not be attempted when
the number of variables exceeds much more than 30 variables,
and it already may be costly with fewer variables. To estimate the
weight matrix properly with many variables, large samples are
required—at the very least. 1,000 observations when more than
10 variables are present. With small samples, or with variables
corresponding to rare events, the weight matrix may be poorly
estimated and may become singular because of linear dependen-
cies among the variable proportions. The latter problem may be
avoided by deleting variables, although the choice of variables
may introduce a certain amount of arbitrariness. LISCOMP prints
the number of the variable for which the singularity occurs in
order to guide in the search for variables to delete.

The GLS chi-square test suffers from the usual covariance
structure-testing problem of proper choice of rejection region.
The chi-square commonly appears to react unduly to small param-
eter changes with large samples and thercfore provides a too
sensitive instrument for judging model fit. A thorough analysis of
fejection power may be very difficult if not impossible. Here, we
offer only a very simple device for utilizing chi-square, taking
Sample size and number of restrictions (degrees of freedom) into
account. Consider the chi-square value normed to a sample size
of 1,000 (a large sample size in order to take the high tetrachoric
Variation into account) and divided by the number of restrictions.
F‘?T example, a chi-square value of 300 for a sample size of 2,000
With a model having 100 degrees of freedom (100 restrictions)
8ives a value of [300/(2000 x 100)] x 1000 = 1.5. This index does
M0t offer a probability statement for the testing of a hypothesis;
Such a probability statement is, in any case, most often distorted
ey C01111).lex sampling features and the use of models based on

xplo.ratlon of the data. The index shculd instead be viewed in a
VETC"Ptive fashion and will be termed the model’s descriptive fit
o ue .(DFV.). When the model’s DFV exceeds 1.5, the author’s
Ca:‘:le‘nce in factor-analysis contexts shows that either the model
€ Improved in substantively important ways or the variables
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are not suited to factor analysis, while a value much less than 1.0
suggest’s an overfit, so that the model can be simplified.

As mentioned briefly above, the factor model and its estimation
may also be expanded to the simultaneous analysis of several
groups, investigating similarities and differences in the model
across these groups. This feature will be utilized in the fourth
section. When individuals of different groups respond to the same
variables, it is of interest to study group invariance of measure-
ment parameters, particularly the thresholds and loadings of (1),
(2), and (3). This type of analysis was developed in Muthén and
Christoffersson (1981). The estimation of the model is analogous
to the least-squares approach just described, including GLS esti-
mation with an appropriate weight matrix. In the multiple-group
setting, the model also imposes restrictions on the threshold levels
so that the analysis involves more than the tetrachoric correla-
tions. For examples, see Muthén (1981). The analysis enables the
comparison across groups of factor covariance matrices. Also,
despite the fact that the analysis utilizes only dichotomous vari-
ables, the means of the continuous factors can be identified and
estimated. This gives a more powerful way to compare levels
among groups than the traditional use of sums of dichotomous
items. The parameter identification and other technical issues for
this model are complex and will not be described here; see Muthén
and Christoffersson (1981) and Muthén (1987).

CONSIDERATIONS FOR MODEL USE

Although the use of tetrachoric correlations for factor analysis
properly recognizes the categorical nature of the response vari-
ables, it has its own limitations. We have already mentioned the
fact that tetrachorics are considerably more variable than regular
Pearson product-moment correlations. Although this seems a
disadvantage, the added variability correctly portrays the avail-
able information. The estimation of tetrachoric correlations is,
however, difficult for variables representing rare events. Con-
sider, for instance, two variables with a population distribution
that is not uncommon for some of the Baltimore and Durham



Muthén / DICHOTOMOUS FACTOR ANALYSIS OF SYMPTOM DATA 27

variables to be analyzed (for each site, there is a sample of
approximately 3,500 observations): 1% of the population shows
each of the two symptoms (corresponding to 40 individuals in one
site), while only 0.2% shows both symptoms (seven individuals
in one site). With these small probabilities in the cells of the
bivariate table for the population, small frequency cells are likely
to occur in samples and the influence of measurement error may
be large. The tetrachoric correlation and its standard error may be
estimated with considerable bias when expected cell frequencies
fall below 5 (see Brown and Benedetti, 1977). A sample size of
approximately 3,500 may seem large but for this reason is prob-
ably just large enough for describing relationships between such
rare events. With a sample of this size and the cell probabilities
just given, the tetrachoric correlation is 0.57 with a standard
deviation of 0.09, and the correlation is therefore estimated with
good precision. (We may note that the standard deviation for a-
Correlation of this size between normal variables with a sample
of 3,500 would only be 0.01. It is also interesting to note that the
regular Pearson product-moment correlation coefficient, the phi
Coefficient, in this example is only 0.19.)

.A crucial limitation is the assumption of normally distributed
y 's. Continuing the example of a single depression factor, con-
Sider a symptom item that represents a very rare event in the
POpulation at hand. This means that the item has a strong positive
Skewness when scored 0/1 with 1 representing the presence of the
Symptom,

_ When studying a normal population, as we do here, this ob-
*¢rved variable distribution can arise in at least two ways. We may
aa"e. a normally distributed y*, where the threshold is located at

POInt in the extreme right tail of the y” distribution, reflecting

© fareness of the event. A normal y~ variable is obtained when
Se;:;iCtor and the error are both normal. Although'normélit‘y
More aa natural specnfucatlon.for a well-behaved residual, it is

tbitrary for the depression factor.
SOme:rohr:tngsr:al factcl)r im_(!i‘ha normal residual vu./ould lead t9 a
O the e normal y .- . erefore, an alterr.latlve explanation
Positively skewed y is that the factor itself, and thereby
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y’, is positively skewed and the threshold more centrally located.
In this second explanation, there is a large group of individuals
with very similar low true scores on the depression factor, where
a low score implies that they are unlikely to exhibit the symptom.
In comparison, the first explanation states that considerably fewer
individuals are similar in the low score range and this discrimina-
tion is because of a sizable number of individuals who are very
unlikely to exhibit the symptom.

Either of the two alternative explanations may be suitable for
different types of data. A relatively simple and plausible factor
model that fulfills our assumptions of linear relations between the
y ’s and the factors in one application may hold true for non-
normal factors, while in other cases normally distributed factors
gives simplicity. In other words, using tetrachoric correlations
would give biased results to the point of possibly not even indi-
cating the correct number of factors. .

The assessment of the appropriateness of the normality as-
sumption for the y™’s, with an implied assessment of factor nor-
mality, seems essential in dichotomous factor analysis. Neverthe-
less, it was not until recently that such an assessment was-possible
by the method of Muthén and Hofacker (1988). In that article, it
is pointed out that the use of tetrachoric correlations implies the
use of estimates from a model and as such should only be used if
the model can be deemed to fit the data. .

The model underlying the use of tetrachorics is one of under-
lying y" normality. To test this assumption, one should in princi?
ple compare the predicted and observed cell frequencies in the
table crossing all variables. However, even with huge sample
sizes, this would yield many sparse cells, and usual test proce?
dures would be grossly misleading for any realistic number ok
variables. On the other hand, the model cannot be tested on datd
from the marginal 2 x 2 table from which the correlation is usuallj
computed, because in this case the model is “just-identified” and
hence cannot be rejected. Muthén and Hofacker (1988) suggested
the use of triplet testing where the benefit of large cell sizes lé
retained by considering trivariate marginal tables, while the
model in each case is still overidentified and can be tested. For 8
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given set of variables, a series of variable triplets can be tested
for underlying trivariate normality with a one-degree-of-freedom
chi-square test. If a small number of variables is involved in a
large number of triplets showing rejection, those variables may
contribute to violating the normality assumption. For variables
- not involved in rejections, the normality assumption may be
retained and the corresponding tetrachorics used for further factor
analysis. The procedure is included in the LISCOMP program.

If a large number of important variables are involved in rejec-
tion of normality, the question arises; What analysis can be used?
A new alternative is discussed next.

ALTERNATIVE MODELING UNDER NON-NORMALITY

The use of tetrachoric correlations is incorrect when a non-
normal factor model is found more plausible. Nevertheless, it
would, of course, still be incorrect to revert to the use of phi
Coefficients. In some psychometric work, it is sometimes pro-
Posed to use sums of small sets of the dichotomous items. These
Sets will then have approximate interval-scale properties and
Could be used in a regular continuous-variable factor analysis. We
May note that these new variables also are likely to be strongly
skewed, although perhaps less so. Regular factor analysis on these
Variables may then better fulfill the assumptions of well-behaved
fesiduals in linear relations. Although estimates are then not
biased, any test of the number of factors may be distorted because
of non-normal observed variables (for example, see Muthén and

aplan, 1985). The choice of the items to form a set, however, is
ict:aﬂy ambiguous and s.hould not be c-ione unl.ess preceded by an
thp-level.factor analysis that determines which items belong to

ich factors—which brings us back to our original problem.
usilr;et us conside.:r an attempt to model under non-normal factors
g an alternative approach proposed by Muthén (forthcoming).

SSume that there is a large set of items that are hypothesized to
r:::llre a se.t of correlatfed factors. Assume further that it is
singlzn«t' to view these “first-order” factors as a function of a

second-order™ factor. Using the latent response variable
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specification of the tetrachoric approach, we may then express the
y~ variables ultimately as functions of the second-order factor
through linear regressions. With a large number of items, the sum
of all the items may be seen as a rough proxy for the second-order
factor. In test item analysis, such a total sum is used to assess item
measurement properties via “item-test” correlations. The distri-
bution of the total sum reflects the assumed non-normality of the
factors. Non-normality of the second-order factor induces non-
normality of the first-order factors and non-normality of the y’s.
The effect of the non-normal second-order factor on the y™’s is
dampened by the influence of normal residuals at each of the two'
levels. If an item is more strongly related to the total sum, its y™:
is more strongly non-normal. The correlations among these non-:
normal y’s should then be used for factor analysis, revealing the
structure of the first-order factors. :

For S|mphcxty, we may call the correlations among the non-
normal y ’s discussed above “non-normal tetrachorics.” Thesef
correlations may, in fact, be estimated via the general model
underlying LISCOMP as follows. Each y* may be written as a:

- linear regression function of the total sum of the items scored 0/1,
say X,

i =7 x + §; [6],

where m; is a slope parameter and 9, is a normally distributed residual
with regular assumptions applied. Connecting y* and y, as in (?)

we then have the covariance matrix |
V(y*) = aV(x)n' + Q : [7 i

where m is the p x 1 vector of slopes, V(x) is the variance of x, and S
is the p x p covariance matrix of the residuals. The elements of &t an'
Q are parameters of a multivariate probit regression system and can;
be estimated by a two-stage maximum likelihood procedure i
LISCOMP (for technical details, see Muthén, 1987). The Q matrix is}
not diagonal. The diagonal elements of Q are standardized to unity lﬂ
these analyses. Inserting these values and the sample variance of x if. j
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(7) gives us the estimated covariance matrix of the y*’s. The corre-
sponding correlations are the desired estimates of the non-normal
tetrachoric correlations between the y™’s. For each y~, we can also
calculate the estimated amount of y variance that is accounted for by
x and thereby get a notion of the varying degree of non-normality in
the y*'s. Just as in test item analysis, the items for which we are
estimating the probit coefficients may be excluded from the x variable
in order not to obtain a spurious correlation. This effect, however,
should be small with a large number of items.

FACTOR SCORE ESTIMATION

Once a well-fitting factor model has been found and its param-
eters estimated, it is of interest to estimate each individual’s
scores on the factors (see Mislevy, 1986). In this section, we will
assume that a model with normally distributed factors is plausible.
Factor score estimation is straightforward in ordinary factor anal-
ysis with continuous variables in that closed-form expressions
exist for the calculation of the scores. In contrast, score estimation
for dichotomous variables involves iterative optimization for
¢ach individual’s score. Nevertheless, the calculations are not
heavy. To calculate the scores—that is, the estimated value of the
f?Ctor vector 1); for person i—we consider the distribution of n
8Iven person i’s response vector y;:

g 1y)=¢d,g(yIn)/ gy) (8]

This is the posterior distribution of y obtained by Bayes's Theorem,
'MWhich the normal density ¢, represents the prior distribution. Here,
8(Y) is the marginal distribution of y and g(y I ny) describes the measure-
Ment relations between 1 and y with components as in (4). With the
USual assumption of conditional independence, this simplifies to the
Product of p terms such as in (4):

g(y 1) =P(y, In) P(y;In)... P(y, 1) [9]
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Maximizing (8) with respect to the elements of 1 results in a Baye

modal, or MAP (maximum a posterior), factor score estimator (se
also Mislevy, 1986).

FACTOR ANALYSIS OF BALTIMORE DATA

The techniques described above will now be applied to the se
of ECA data from Baltimore. There are 41 symptom variable:
taken from the Diagnostic Interview Schedule, version III-A
DSM-III, Robins and Helzer (1985). Measurements were ob
tained for 3,835 individuals and an additional 86 individuals have
missing data on all 41 items. In addition to these variables, we¢
will also use eight variables created from the 41 items in order tc
correspond to the eight groups of symptoms given as indications
of a major depressive episode in the diagnostic criteria from the
DSM-IIIL. In our analyses, we will use data on 3,161 individuals
who had no missing data on any of the 41 items. Inspection of the
univariate statistics for the variables did not suggest that this
reduction in sample size would lead to a biased sample.

ANALYSIS OF THE ORIGINAL 41 ITEMS

As a first analysis, all 41 items were subjected to an exploratory
factor analysis using tetrachoric correlations. All exploratory
analyses will use an oblique rotation by the promax method. Fog
this set of 41 items, the ULS estimator was chosen because th¢
GLS estimator was deemed to yield computations that were tod
unstable with this many strongly skewed variables. A model tes
of fit is then not available, and we will use the traditional scre§
plot of eigenvalues (for example, see Gorsuch, 1983: 166-1693
from the tetrachoric correlation matrix as a rough guide to deci '_', ‘
ing the number of factors. The eigenvalues are plotted in Figure 1§

Figure 1 indicates two major factors, but it is difficult to s. ,
how many additional factors are needed. The two-, three-, four;
and five-factor solutions were inspected in terms of mterpretabll,
ity. The two-, three-, and four-factor solutions will be presentec
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Figure 1: Scree Plot for Tetrachorics of 41 Items

here ag they seemed the clearest. As we will see, the three- and
f(’llr-factor solutions represent elaborations on one of the two
ACtors in the two-factor solution. |

. The estimated factor loadings for the three solutions are given
in Tabl_e 1. The factors are labeled Anxious Depression (AD) and
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36 SOCIOLOGICAL METHODS & RESEARCH

Phobic Anxiety (PA) in the two-factor solution because they seem
to correspond to a traditional depression/anxiety division of
items.!

The three- and four-factor solutions single out certain of the
two-factor depression items to form two new factors. Both solu-
tions show a Somatic Anxiety (SA) factor with items such as
“Short of breath,” “Dizziness,” “Fainting,” “Heart beating hard,”
and “Weakness.” From a substantive point of view it is interesting
to note that “Panic attack,” representing “panic anxiety,” and
“Nervous person,” representing “generalized anxiety,” load on
the SA factor. The four-factor solution also includes a Suicide (S)
factor represented by the items: “Thought about death,” “Wanted
to die,” “Life hopeless,” “Attempted suicide,” and “Thought of
suicide.” A difference between the three- and four-factor solu-
tions is the “Crying spells™ and “Life hopeless™ load on the AD
factor in the three-factor solution while on the S factor in the
four-factor solution.

This first analysis of the 41 items used tetrachoric correlations
based on the usual assumption of normality for the underlying
latent response variables. Let us now carry out the analysis of
these items by the alternative approach of non-normal tetrachor-
ics described in the considerations for model use. The presumed
non-normality is well reflected in the distribution of the sum of
the 41 items scored 0/1. This sum has mean 1.45, variance 7.21,
skewness 3.41, and kurtosis 15.18. Using the sum, LISCOMP’s
multivariate probit regression approach gave estimated y* corre-
lations that were then subjected to a ULS exploratory factor
analysis. Note that, in principle, several subscores may be used
instead of a single sum. A single sum was chosen here because a
second-order factor conceptualization seems reasonable and be- -
cause we do not want to prejudge the factor analysis by attempting
to use subscores such as “Depression” and “Anxiety.” f

The non-normal tetrachorics are on the whole considerably '
lower than the normal tetrachorics. This happens despite the fact
that the item-specific R*'s for the y™’s are rather low, mostly
ranging from 0.10 to 0.25 (see Table 2). The lower correlation
values are presumably from the y* skewness that is nevertheless
induced by the strongly skewed sum. The differences across item
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Figul’e 2: Scree Plot for Non-Normal Tetrachorics of 41 Items

R¥s gives an indication of the differential strength of relationship
of each item with the total sum. We note that the items appear -
very homogeneous with the exception of “Fainting” and “Nervous
Person.”

Figure 2 gives the scree plot for the non-normal tetrachorics of
the 41 items. In comparison with Figure 1, we see a considerably
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40 SOCIOLOGICAL METHODS & RESEARCH

stronger indication of the need for more than two factors to
represent the correlations. »

The four-factor solution is remarkably similar to the four-
factor solution for normal tetrachorics in Table 2 and yields
exactly the same definition of the four factors. In contrast, the
three-factor solution is quite different, lacking the clear distinc-
tion between the AD factor and the SA factor of Table 2. The
four-factor solution is given in Table 2.

The factor correlations are much lower in Table 2 than in Table 1,
reflecting the lower item correlations. Whereas the depression/
anxiety factor correlation was about 0.5 with normal tetrachorics,
it is only one-half of that with non-normal tetrachorics.

The partial convergence of factor interpretations for the normal
and non-normal solutions is comforting. The factor analysis of
latent response variable correlations shows a certain amount of

robustness to alternative distributions for these variables. It is still -

of interest, however, to know what formulation fits the data best
and we will return to this issue toward the end of our analysis of
the Baltimore data in the section on the testing of normality
assumptions.

ULS ANALYSIS OF 33 VARIABLES

In this section, we carry out an analysis in which items 74
through 89 (see Table 1 in Eaton and Bohrnstedt’s introduction
to this issue) are recoded to reflect whether a respondent is
symptomatic on at least one of the items in each of the eight
DIS/DSM-III groups of depression items. That is, eight new

depression variables were created. The eight new variables were

given the prefix “G” and created as follows. Appetite group
(Group 1) = 1 if “Lost weight” = 1, “Eating increased” = 1, or

“Lost appetite” = 1. Sleep group (Group 2) = 1 if “Trouble falling

asleep” = 1 or “Sleeping too much” = 1. Slow/restless (Group3) =1
if “Talked more slowly” = 1 or “Moving all the time” = 1. Lost
interest (Group 4) = 1 if “Interest in sex” = 1. Tired (Group5) =1
if “Tired out” = 1. Worthless (Group 6) = 1 if “Worthless, sinful,
guilty” = 1. Trouble thinking (Group 7) = 1 if “Trouble concen-
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trating” = 1 or “Thoughts slower” = 1. Thoughts of death
(Group 8) = 1 if “Thought about death” = 1, “Wanted to die” = 1,
“Thought of suicide™ = 1, or “Attempted suicide™ = 1. These eight
variables will be factor analyzed together with the remaining 25
items, yielding a total of 33 variables for analysis. A separate
analysis of the eight variables is presented in the section on the
unidimensionality of depression and anxiety.

It is interesting to note that the combination of items for the

“eight grouped variables is in line with the factor analysis results

for four factors in the section on the analysis of the original 41-
items. In that section, however, we found that the items of the
“Thoughts of death” variable did not load on the same factor as
the items for the other grouped variables, but instead represented
a separate dimension.

In the analysis of the 33 variables, we will use both the normal
and non-normal tetrachoric approach. Figures 3 and 4 give the
scree plot of eigenvalues for the two correlation matrices. Again,
two to four factors will be examined.

Table 3 gives the exploratory factor solution with two, three,
and four factors using normal tetrachorics. The solution for non-
normal tetrachorics is here very similar for all solutions, except
for the factor correlations. The four-factor solution is the pre-
ferred one because of its clear interpretability. Three factors are
Very similar to what was found for the 41 variable solution and
Will again be called Anxious Depression (AD), Phobic Anxiety
(PA), and Somatic Anxiety (SA). Table 3 also shows a new factor
having to do with public places and interaction with other people
(PP for Public Phobia). The SA and PP factors both seem to be
Interesting adjoints to AD and PA in that they show factor corre-
lations that are just about as high as between AD and PA. This is
410 true when using non-normal tetrachorics, although the factor
Correlations from the non-normal tetrachorics are again lower
Overall,
nesr:gti that for the four-factor solution, “Crying” and “Hopeless-

ow load on AD. Note also that “Thoughts of death”—
T;g:? f—ltnso: loads on the general depression factor, whereas in
, em components loaded on a separate factor. An
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above, this fact is here compounded by the existence of low-
frequency items in which the corresponding correlations may be
poorly estimated. With this in mind, the 33-variable factor anal-
ysis was inspected for effects of this kind. The item “Fainting”
was found to be the lowest-frequency item with only 10 individ-
uals reporting this symptom, whereas all other items had more
than 30 individuals reporting. In contrast to other variables, most
pairs of variables involving “Fainting™ had less than five individ-
uals reporting both symptoms, so the condition for good estima-
tion of the corresponding item correlations is not fulfilled (see the
section on considerations for model use). Deleting “Fainting” did
not significantly alter the factor solutions, however.

GLS ANALYSIS OF DEPRESSION AND ANXIETY VARIABLES

As mentioned in the introduction, a major research question is
the amount of overlap or separability between symptoms of anx-
iety and depression. From our previous analyses, it appears that
one can clearly distinguish from among at least three factors:
Anxious Depression, Phobic Anxiety, and Somatic Anxiety. The
choice of factor solutions was made based on both scree plots and
interpretability. It is of interest to attempt to statistically test the
appropriateness of the suggested factors and study their separa-
bility. The testing will be accomplished by using the GLS estima-
tor. Note that because the model has been arrived at from analysis
of the data at hand, the test outcome should not be interpreted in
a strict inferential sense, but merely as a descriptive measure of
model fit. The separability of depression and anxiety is studied
below, while the unidimensionality of each follows thereafter.

Separability of Depression and Anxiety .

55 an illustration of the approach to be considered, a subset of 1
vanable§ will be chosen to represent two of the factors, Anxious?
DCPYCSSI(?n and Phobic Anxiety. These are variables that appear{{?
to b‘? particularly good indicators of either of the two factors while ;
having small loadings on other factors. There are 21 variables that
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are candidates for this select pool of high quality indicators (they
are listed in Table 4). Among them are the eight grouped variables
and “Dysphoria/anhedonia” that measure Depression. Three more
depression items appear promising: “Crying spells,” “Life hope-
less,” and “Sad for two years.” It is of interest to more closely
study these 21 variables in a two-factor model for AD and PA.

An effective way to study the measurement properties for the
21 variables is as follows. An exploratory two-factor model is
postulated. As proposed in Joreskog (1969), we may carry out the
exploratory model estimation in a correlation structure frame-
work of a confirmatory factor analysis kind. Note that we are still
using the normal tetrachoric correlations. We use a model with.
the same number of degrees of freedom and chi-square fit value
as the exploratory two-factor model, but we perform the analysis
by a correlation structure model that enables us to readily obtain
standard errors of the estimated loadings.

The exploratory two-factor model needs to impose four restric-
tions on the loadings and factor covariance matrix elements in
order to eliminate the indeterminacies of this model. Effectively,
the exploratory solution does this automatically by the promax
rotation. In the correlation structure framework, we may instead
impose these restrictions by standardizing the factor variables to
one as in the exploratory solution, allowing the factors to corre-
late, and choosing two variables to represent each of the two
factors by forcing each of the variables to represent each of the
two factors by forcing each to have a zero loading on the other
factor. In the correlation structure approach, we also make use of
the possibility to include modification indices for the off-diagonal
residual correlations. Although these are fixed to zero, large index
values for certain items indicate that the items in question may
not fit the simple structure as well as the others.

In the correlation structure estimation of the exploratory two-
factor model for the 21 variables, “Fear of bugs” was chosen to
fepresent the anxiety factor and “Tired"—Group 3—the depres-
Slon factor. The chi-square test gave a value of 384 with 169
degrees of freedom, corresponding to a DFV of (.7. The DFV for
the exploratory one-factor model was 1.7 and the DFV for three
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50 SOCIOLOGICAL METHODS & RESEARCH

factors was 0.5. This indicates that while one factor is not suffi-
cient, the two-factor solution can be further simplified—for in-
stance, by imposing a simple structure where many items are
allowed to load on only one of the two factors. This will not be
attempted here, however, because of lack of space. Inspecting the
modification indices for the residual correlations did not reveal
~ patterns of unduly high values for any items. The estimates and
estimate by standard error ratios are given in Table 4. The ratios
are approximately normally distributed. Because the sample has
not been obtained by simple random sampling, significance as-
sessment should be done in very rough terms. The estimated
factor correlation is 0.56 with estimated standard error 0.04.
Table 4 gives interesting information about the symptom over-
lap in the measurement of Anxious Depression and Phobic Anx-
iety. Consider the item “Lost interest”—Group 4—*“Was there
ever a period of several weeks when your interest in sex was a lot
less than usual?” It is included as a diagnostic criterion for
depression in the DSM-III but has an equally high and significant
loading on the PA factor. This item is therefore not useful for
discriminating between AD and PA. Among the three depression
items that were not included in the DSM-III set of eight, “Dys-
phoria/anhedonia™ and “Crying spells” would seem to be a good
additional diagnostic criterion, while “Life hopeless” and “Sad

for two years” are not. Among anxiety items, “Fear of speaking

to strangers” does not perform well. Deleting poor items for the

Baltimore data leaves us with nine excellent depression indica- -
tors—“Crying spells”; appetite group (Group 1); sleep group ;
(Group 2); slow/restless (Group 3); tired (Group 5); worthless

(Group 6); trouble thinking (Group 7); thoughts of death (Group :
8); “Dysphoria/anhedonia”; and eight excellent anxiety mdlca-
tors—“Fear of animals,” “Fear of bugs,” “Fear of a closed place,”
“Fear of heights,” “Fear of pubhc transportation,” “Fear of
storms,” “Fear of tunnels/bridges,” and “Fear of water.”
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Unidimensionality of Depression and Anxiety

It is of interest also to consider whether the variables used in
the DSM-III diagnosis of depression follow a one-factor model.
There are nine such variables—appetite group (Group 1); sleep
group (Group 2); slow/restless (Group 3 ); lost interest (Group 4);
tired (Group 5); worthless (Group 6); trouble thinking (Group 7);
thoughts of death (Group 8); and “Dysphoria/anhedonia.” A GLS
analysis resulted in an excellent fit to the one-factor model with
a chi-square of 43 with 27 degrees of freedom and a DFV of 0.5.
This analysis strongly supports the notion of a unidimensional
trait underlying the items used in the DSM-III diagnosis of de-
pression. The estimated factor loadings show a high degree of
item homogeneity. Using the item order above, they are: 0.70,
0.73, 0.83, 0.86, 0.64, 0.85, 0.85, 0.71, and 0.84. The nine new
AD items also fit a one-factor model well with a chi-square of 50
with 27 degrees of freedom and a DFV of 0.6.

The one-factor analyses, however, do not address the question
of separability of anxiety and depression. For instance, the two-
factor analysis of the preceeding section reveals that the item
“Lost interest”—Group 4—does not discriminate well between
AD and PA. The fact that “Lost interest”—Group 4—partly
measures a factor other than AD could not be detected in the
Present one-factor analysis; a misfitting one-factor model would
only occur if more than one item measured such another factor.

TESTING OF NORMALITY ASSUMPTIONS

The nine depression variables and the eight anxiety variables
Mmay be used to judge whether underlying normality is plausible
for these types of symptoms. This will be assessed by the triplet
testing method of underlying y” normality discussed in the section
On methods. Because each set of-variables represents its own
factor, the triplet testing will be carried out on each set of vari-
ables separately. Triplet testing on all 41 items would have been
COmputationally too demanding, and therefore the earlier finding
of Convergence of the normal and non-normal tetrachoric factor
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solutions is valuable regardless of the outcome of the present
 testing. "

For the nine depression variables, there are 81 triplets to be
tested. It turned out that only one triplet rejected normality at the
1% level—“Slow/restless” (Group 3); “Worthless” (Group 6);
and “Trouble thinking” (Group 7)—while two triplets gave rejec-
tion at the 5% level—appetite group (Group 1); sleep group
(Group 2); tired (Group 5); and tired (Group 5); trouble thinking
(Group 7); and thoughts of death (Group 8). Given the number of
triplets tested, this does not indicate that normal tetrachorics
would be inappropriate. For the eight anxiety variables, none of
the 56 triplets gave rise to a normality rejection. This gives
remarkably strong support for choosing the description of the
depression and anxiety factors as normally distributed (discussed
in the section on methods). "

CLASSIFICATION OF INDIVIDUALS

It is of interest to consider the classification of individuals
using the new set of excellent AD indicators as compared to the
depression classification obtained by DSM-III. In both cases, nine
- items are used. In both cases, the eight items—appetite group
(Group 1); sleep group (Group 2); slow/restless (Group 3); tired
(Group 5); worthless (Group 6); trouble thinking (Group 7);
thoughts of death (Group 8); and “Dysphoria/anhedonia”—are
used, while the new set adds “Crying spells,” and the DSM-III set
adds Lost interest (Group 4).

In the DSM-III classification, a person is diagnosed as suffer-
ing from a major depressive disorder if the person admits to the
dysphoria/anhedonia symptom and has at least four of the other
eight symptoms. On the other hand, a logical use of the factor
analysis model that we have established would lead to judging a
person by the scale value on the AD factor. This then leads to the
use of estimated factor scores to determine the level of AD where
a certain cutoff point for major depressive disorder may be rele-
vant. As is the case of using a simple sum of the nine symptoms,
the weighting of the items is, however, a (nonlinear) function of
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both the loading sizes and the prevalence of the symptom—that

- is, the item’s threshold value (see equation (3)).

Although the item set is very similar, the DSM-III classifica-
tion that is partly conditional and partly summed-score based is
different from the factor analysis classification that utilizes esti-
mated measurement parameters to form factor scores that draw
on nonlinearly weighted summed scores. The cutoff point for a
depression classification based on the AD factor scale is not an
obvious one.

The quality of the two classification schemes must be judged
by variables external to the present data set, and classification by
the factor analysis model does not automatically correspond to
clinically relevant categories. Still, it is of interest to study the
agreement of the two schemes. By the DSM-III classification, our
analysis sample of 3,161 contains 48 individuals diagnosed as
suffering from a major depressive disorder. We may calculate the
estimated factor scores for all 3,161 individuals in our sample and
note the location of estimated values for these 48 individuals. We
find 52 undiagnosed individuals with estimated factor scores at
least as large (AD value at least as high) as the lowest value for
these 48, although none having a higher value than the highest. In
this way the use of the factor model could approximately double
the number of diagnosed individuals. Table 5 shows stem-and-
leaf diagrams of the factor score distributions for the two sets of
48 and 52 individuals. It is seen that the majority of the 52
Undiagnosed individuals are in the lower range of the scores of
the 48 diagnosed ones. There are 10 individuals among the 52 who
have values at least as high as the median score of 2.04 for the 48.

hese 10 all have at least 5 symptoms, but none has the symptom
of dysphoria/anhedonia.

The use of estimated factor scores can also be expanded to
Several factors. We may, for instance, estimate bivariate scores
a(:l'dAD and PA gsing bot'h the set of nine new depression items
com:lhe.set of eight anxiety items. Bf:cause of t.he high factor
tiany iti:)ltzlr: of 0.5.6: the use of th.e PA. items contributes substan-
erton e.precnslon of the estimation of AD scores. Standard

of estimates can also be computed.



54 SOCIOLOGICAL METHODS & RESEARCH

Baltimore Data: Factor Score Distribution of 48 DSM-IIl Depression-
Classed Individuals Compared to 52 Unclassified Individuals

Not classified as depressed

Stem-and-leaf*

Classified as depressed

! (N=52) (N=48)
29 22
28
; 27
‘ - 26 147
25 45
24 9 24 4
23 3355 23 04446
22 0 22 226788
21 18 219
20 003348 20 134447
19 0233455559 19 26777899
18 000233444889 18 3
17 5556777899999999 . 17 022333479
16 9
: 15
: 14 226

Rttt gy v+ 2oa

3

An entry such as 21 18 should be understood as two observations. both with stem value 21 énd with leaf values o"{
1 and8. respectively. In the scale used. this means observation values of 2.11 and 2.18. respectively.
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COMPARATIVE ANALYSES ON DURHAM DATA

The analysis results using Baltimore data will now be briefly
compared to those using data from Durham. The analysjs sample
consists of 3,542 individuals. We will not repeat all analysis steps
carried out for Baltimore data but concentrate on the 33 variable
analysis by ULS and the analysis of the 21 selected variables by
GLS. Simultaneous analysis of the two sites will also be performed.

In the exploratory analyses of the 33 variables, the two-, three-,
and four-factor solutions were inspected. The scree plot of
eigenvalues was similar to that of Baltimore, shown in Figure 3.
The two-factor solution was very close to that of the Baltimore
analysis. The three-factor solution resulted in the PA factor, while
the two other factors did not correspond to the AD and SA factors
as defined earlier. The four-factor solution had factor definitions
similar to the Baltimore analysis. The three- and four-factor
solutions are given in Table 6. Major deviations from the Balti-
more four-factor solution are that “lost interest” (Group 4) and
“worthless” (Group 6) load weakly on AD. An investigation of
the sensitivity of the factor solutions to low-frequency items was
also done for the Durham datd. In contrast to other variables,
“Fear of animals” was involved in many pairs of variables in
Which less than five individuals reported both symptoms. Recal-
Culating the four-factor solution without the “Fear of animals”
item did not alter the solution significantly.

Because the 33 variable four-factor solution deviated little
from the corresponding Baltimore analysis, it was decided to
Submit the same subset of 21 variables as in the section on GLS
analysis of depression and anxiety variables for further analysis.
As for Baltimore, the exploratory GLS analysis of one to five
factors indicated that the two-factor solution was adequate. The
descriptive fit values for one to three factors were 2.6, 1.1, and
0.7, with a two-factor chi-square of 629 with 169 degrees of
freedom. |
co;lr':‘e ?xploratory two-factor an.alysis.was. again repeated in a

ation structure framework with estimation of standard errors
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just as in the corresponding Baltimore analysis. The estimates and
estimate/standard error ratios are given in Table 7.

Just as for the-Baltimore data, the “lost interest” (Group 4)
variable appears to be a poor indicator of depression; in fact, it is
here a better indicator of anxiety. As for Baltimore, “Life hope-
less” and “Sad for two years” also emerge as poor indicators of
depression in terms of also being strongly influenced by anxiety;
but, in addition, “Crying spells,” appetite group (Group 1), and
“Dysphoria/anhedonia” discriminate rather poorly between de-
pression and anxiety. As for Baltimore, “Fear of speaking to
strangers” is not a good indicator of anxiety.

It is of interest to study more carefully the similarities and
differences in the factor solutions for the two sites. This can be
effectively carried out in a simultaneous analysis of the data for
the two sites, using the approach briefly mentioned in the section

on methods. The idea is to do a single-factor analysis of both sets

with equality constraints across groups imposed on the measure-
ment parameters for each of the variables. Because the same
measurement instrument is used, this is a natural test of measure-
ment invariance. If invariance can be established, it makes sense
to go further and investigate the similarity of the factor mean
vector and covariance matrix.

In our previous analyses of the 21 variables, four variables

were found to give poor discrimination between AD and PA for
both sites. As in the normality testing and classification studies |
of the sections on the testing of normality assumptions and the §
classification of individualism, we will therefore delete these four j
variables and study factor invariance by means of nine AD items
and eight PA items, a total of 17 variables. These are also the nine 3§
and eight items deemed as excellent indicators in the Baltimore
analysis. The simultaneous analysis of the two sites involves &
estimation with a weight matrix that not only contains weights for %
tetrachoric correlations as before but also weights for thresholds. §
An analysis of the weight matrices showed that near-singularity §
in this weight matrix occurred for the Durham data because of §
strong covariation between thresholds and correlations. Inspec- §
tion revealed that this was caused by a single item, “Fear of %
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TABLE 7
Durham Data: Parameter Estimates and Z-values for 21 ltems
Variable AD PA

Fear of animals -0.209 (-4.792) .786 (21.566)
Fear of bugs 0.000 (0.000) .694 (30.723)
Fear of a closed place 0.132 (3.247) .707 (87.365)
Crying spells 0.541 (16.382) .319 (8.911)
Appetite group - Group 1 0.601 (18.004) .375  (12.225)
Sleep group - Group 2 0.652 (28.784) .073 (2.547)
Slow/restless - Group 3 0.788 (39.323) .101 (3.512)
Lost interest - Group 4 0.368 (7.048) .693 (19.619)
Tired - Group 5 0.839 (48.314) .000 (0.000)
Worthless - Group 6 0.829 (30.287) .186 (5.688)
Trouble thinking - Group 7 0.798 (35.983) .198 (6.601)
Thoughts of death - Group 8 0.756 (38.982) .137 (5.000)
Fear of heights 0.047 (1.042) .808 (38.410)
Life hopeless 0.769 (33.703) .268 (8.577)
Pear of public transportation -0.117 (-2.419) .849 (44.442)
Dysphoria/anhedonia 0.793 (32.986) .328 (11.277)
Sad for two years 0.899 (25.808) .483 (14.131)
Fear of speaking to strangers 0.440 (8.762) .858 (26.000)
Fear of storms 0.058 (1.472) .616 (23.911)
Fear of tunnels/bridges 0.020  (0.410) .898 (40.868)
Fear of water -0.045 (-1.160) .575 (22.541)
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animals.” This item was therefore deleted in both data sets and
the analysis carried out on the remaining 16 items.

Our first model takes the thresholds and the loadings to be
equal across the two groups of individuals. The loading pattern is
taken from Tables 4 and 7, and the factors are allowed to correlate.
The factor mean vectors and covariance matrices are allowed to
vary across groups, representing possible differences in factor
level and dispersion. The chi-square value of fit is 369 with 204
degrees of freedom and a DFV of 0.3. This is an excellent fit,
although we must be aware that it is partly from the trimming of
the model by deletion of less than perfect indicators. A better way
to look at fit when comparing two groups is to consider the
worsening of fit induced by the equality constraints on the thresh-
olds and the loadings. Without the equality constraints, the chi-
square is 289 with 178 degrees of freedom, and a DFV 0f 0.2. The
interesting statistic is the difference in fit values, where the
chi-square difference is obtained as 80 with 26 degrees of freedom
and a DFV of 0.5. Hence, the measurement invariance does not
seem to be rejected by data, and the model fits quite well. It may
be noted that the equality of loading pattern may be hard to detect
in Tables 4 and 7 because in these tables differences in factor
variances across groups are not separated out. In the simultaneous
analysis, the factor covariance matrix is allowed to vary across.
groups. The measurement invariance across the two sites is reas-
suring. This means, for instance, that it would be correct to use
the same depression-classification instruments based on the nine
new AD items in both sites and the classification would be
comparable. ,

Given measurement invariance, the next logical step is to test
for invariance of the factor covariance matrices across the sites.
This gives a chi-square difference value of 16 with 3 degrees of
freedom and a DFV of 0.8. Hence, there is no strong indication
of differences in the factor variances or in the correlation across
sites. However, imposing the further restriction of equal means
for the AD and PA factors, respectively, gave a considerably
stronger indication of site difference with a chi-square difference
value of 26 with 2 degrees of freedom and a DFV of 2.0.
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We conclude that there seems to be strong evidence of mea-
surement invariance, little evidence of factor variance or correla-
tion difference, and strong evidence of factor mean differences
across the two sites. The common factor correlation is estimated
as 0.4, and the factor mean differences are estimated as 0.15
(standard error 0.05) and 0.19 (standard error 0.05), indicating
lower AD and PA levels in Durham than in Baltimore. Related in
a more directly interpretable way, Durham’s AD factor mean is
about 18% of a (AD factor) standard deviation lower than
Baltimore's, while the PA factor mean is about 27% of a (PA
factor) standard deviation lower.

SUMMARY

This article has examined the special methodological issues
related to the factor analysis of symptom variables and has applied
appropriate techniques to several sets of ECA data on depression

and anxiety. Following are summaries of methodological issues
and substantive findings.

METHODOLOGICAL ISSUES

The general problem was how to properly specify a model for
analyzing the dimensions underlying a set of strongly skewed di-
chotomous items and how to best use a model for the classification
of subjects. The article discussed one model that is appropriate
When one wants to conceptualize the factors as continuously
distributed. Two model parts were discussed, the specification of
fhe relations between the symptoms and the factors and the spec-
ification of the factor distributions.

The chosen specification assumed that the items were related
loa set of factors through a nonlinear model, thereby avoiding the
Problems of dichotomous variables encountered when using the
linear factor analysis model. It was pointed out that the same
Nonlinear specification has been found useful in the context of
logit and probit regression in bioassay and Item Response Theory
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for educational tests. The specification was described as a linear
model for continuous latent response variables, y ’s, underlying
each item.

The factors were specified as normally distributed and leading
to normally distributed latent response variables and the use of
tetrachoric correlations. It was pointed out that this was a more
crucial part of the model specification. Techniques were de-
scribed for testing the normality assumptions on the latent re-
sponse variables and for allowing non-normal latent response
variables.

Unweighted and weighted least-squares factor analysis were
described for tetrachoric correlations. Model tests of fit and the
analysis of one and several groups of individuals were reviewed.
The specific problem of a small number of individuals reporting
both of two symptoms was discussed. This problem makes it
necessary to have very large sample sizes to avoid problems in
computing correlations and weights for use in the weighted least-
squares technique.

Factor score estimation was proposed to obtain each individual’s

values on the factors as well as to enable a classification of the
individuals.

SUBSTANTIVE FINDINGS

Using the preferred methodology described above, a series of
complementary analyses were carried out for the Baltimore and
Durham data sets. Extensive analyses were carried out for Balti-
more. The Durham data was used for a more limited set of
analyses for comparison with the Baltimore findings. The Balti-
more results will be summarized first.

The nine variables used for the DSM-III diagnosis of depres- -
sion (see the section on the unidimensionality of depression and
anxiety) were found to represent a single dimension. All items
measured this factor well. In analyses involving the items that
were used to create the nine variables, the unidimensionality was
also supported (see the sections on the analyses of variables).
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The complete set of DIS items resulted in a four-factor struc-
ture in which the depression factor. above was found to be of
major importance (ULS analysis of 33 variables). These factors
were termed (see Table 3): Anxious Depression (key items: the
nine DSM-III items, “Life hopeless,” “Crying spells”), Phobic
Anxiety (key items: “Fear of tunnels/bridges,” “heights,”
“water,” “public transportation,” “bugs,” “storms,” “animals,”
“closed place”), Somatic Anxiety (key items: “Dizziness,”
“Fainting,” “Weakness”), Public Places (key items: “Fear of
speaking to strangers,” “Fear of speaking in public,” “Fear of
eating in public,” “Fear of a crowd™).

Separability of depression and anxiety was investigated by a
more detailed analysis of items that appeared to be good indica-
tors of the AD and PA factors (GLS analysis). This showed that
the DSM-III item “lost interest” (Group 4) discriminated poorly
between the two factors and that “Crying spells” might be a good
replacement in a new set of nine depression indicators. Eight good
PA indicators were also identified (the eight listed above).

Normality testing was carried out for the above subset of nine
AD and eight PA items (section on testing of normality assump-
tions). This analysis supported the notion of underlying normal
processes for these items and factors. In analyses that allowed
non-normal latent response variables (the sections on the analyses
of variables) the same factor interpretation resulted as in the
regular analysis assuming normality. Thus, there was nothing in
these analyses that contradicted the interpretation of rareness of
depression and anxiety symptoms as arising from continuous
Variables that are normally distributed in a normal population with
3 symptom being reported when such a normal variable exceeds
a threshold. ,

Classification of individuals was carried out in the factor anal-
ysis framework by means of estimated factor scores (the classifi-
Cation of individuals). The use of factor scores based on the nine
ew AD items was contrasted to the DSM-III depression classi-

ication. It was found that a significant number of individuals with
high factor scores were not classified as depressed.
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The Durham data showed a factor structure that was similar to
that of Baltimore (comparative analyses section). The same four
factors were identified (Table 6). In terms of individual indica-
tors, “lost interest” was again found to discriminate poorly be-
tween dépression and anxiety. A simultaneous analysis of Balti-
more and Durham supported the notion of invariant factor
structure. The major difference between the two sites was found.
to lie in the levels of the factors, with Durham exhibiting lower
levels of Anxious Depression and Phobic Anxiety.

NOTE

1. I'am indebted to William Eaton for the substantive interpretation of the factors.
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