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one of two drugs and were observed five times weekly. The response variable
was recorded as recovered (scored 0) or still depressed (scored 1). Information
was collected on time-invariant covariates such as severity of illness and age.
Time-varying covariates included the plasma level of the drug. The patients were
divided into two groups. One group received the drug imipramine and the other
received chlorimipramine. The object of the study was to find out which of the
two drugs resulted in the sharpest decline in the probability that the patient still
felt depressed. 

1.2. Example 2: Change/Stability of Neuroticism 

M uthen ( 1983) studied the data described in Henderson, Byrne, and Duncan
Jones ( 1981) for 231 Canberra adults interviewed four times at 4-month inter
vals regarding aspects of "neurotic illness." In a short form of a general health
questionnaire, the four questions asked were "In the last month have you suf
fered from any of the following? Anxiety. Depression. Irritability. Nervousness."
A yes response was denoted I and no was denoted 0. Time-invariant covariates
included gender and a measure of long-term susceptibility to neurosis (the N

scale from the Eysenck Personality Inventory). Time-varying covariates included
life events in the four months prior to the interview. The object of the study was
to assess the stability over time of the level of neuroticism of this population of
individuals. 

1.3. Example 3: Correlated Observations on Asthma Attacks 

Stiratelli, Laird, and Ware (1984) studied data on daily observations of 64 asth
matics Jiving in Garden Grove, California. The response variable was the pres
ence or the absence of an asthma attack recorded over a period of about 7 months.
Time-invariant covariates included gender, age, and history of hay fever. Time
varying covariates included air pollution and weather conditi?ns. _The obj_ect _ of
the study was to assess the relative importance of various nsk factors for in
creased probability of asthma attacks. 

1.4. Contrasting the Examples 

It is interesting to contrast these three examples. Example 3 illustrates the fact
that often the longitudinal structure of the data is only a nuisance. Here, the
interest is the same as in regression analysis. However, observations over time
for the same individual are correlated so that the usual assumption of indepen
dent observations does not hold. The focus is on how to do the regression analy
sis while properly taking into account the nonindepend_ence. In. Example 2, the
longitudinal structure of the data is not a nuisance but ts essential to the analy-
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sis. The longitudinal process is one in which no particular trend over time is
expected; the interest is in assessing how much responses vary over time for a
typical individual. Observations fluctuate up and down over time for each indi
vidual and it is the amount of fluctuation that is the focus of the study. Example
1 involves a further elaboration of the longitudinal study. Here, observations do
not only fluctuate over time for a given individual but also follow a decreasing
trend over time. This chapter focuses on situations illustrated by Examples I 
and 2. 

The aim of this chapter is to discuss conventional random effects modeling
for binary longitudinal response and to compare that with a generalized random
effects model for longitudinal data which draws on techniques used in latent
variable modeling. In section 2, the conventional modeling and estimation is
presented. Section 3 critiques this approach and gives a more general formula
tion. Section 4 presents a small Monte Carlo study in which the more general
approach is studied and analyses of real data is also presented. 

2. CONVENTIONAL MODELING AND ESTIMATION WITH BINARY
LONGITUDINAL DATA

Consider a binary variable y and a corresponding continuous latent response vari
able y* for which T is a threshold parameter determining the y outcomes: y = 1 
when y* > T and y = 0 otherwise. Here, the progress over time of the latent
response variable y* is described as 

(l)

where i denotes an individual, rk denotes a time-related variable with rk = k (e.g.,
k = 0, I, 2, . . . , K - I), a; is a random intercept at t = 0, /3; is a random
slope, 'Yk are fixed slopes, V;k is a time-varying covariate, and iik is a residual, i 

- . I {O, lji££)· Furthermore, 

{O.; = µu + 7Tu Wi + Ou 

/3; = µ13 + 7T13W; + 013/ (2) 

where µ", µ13, 7Tu, and 1r13 are parameters, w; is a time-invariant covariate, and
o", 813 are residuals assumed to have a bivariate normal distribution, 

(3) 

With t, = k and a linear function of time, for example, k = 0, 1, 2, . , K - 1,
the variables a and /3 can be interpreted as the initial status level and the rate of
growth/decline, respectively. 


















